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Motivation
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Previous Work

• Presented the first-ever quantitative framework for 

algorithmic insurance  

• Only covers binary classification losses.

• The method is not generalizable or scalable to 

other forms of supervised learning algorithms.

• Assumes liability arises as per litigation but 

does not establish a non-legal operational 

business model.

• This work aims to :

• Propose a generalizable and scalable business 

model. 

• Risk exposure estimation framework that 

applies to both regression and classification.

• Considers pricing at a portfolio as well as 

individual level.



Pricing regression
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Pricing regression liability

Expected Claims Cost = Claim Frequency X Claim Severity

May or may not depend on 

model’s performance.

Claim Frequency  =  Number of instances of model under-performance 

=  Number of times model is used  X  Probability of under-performance

Will not depend on model’s 

performance

Function of model 

performance to be 

estimated
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Defining under-performance for regression
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Under-performance =

𝑌𝑡𝑒𝑠𝑡 is outside ොµ 𝑋𝑡𝑒𝑠𝑡 − ε, ොµ 𝑋𝑡𝑒𝑠𝑡 + ε
What is the appropriate size of this interval?



Conformal prediction
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Conformal Prediction

ModelInput features (𝑋) Prediction (ොµ(𝑋))

Input features (𝑋) Target variable (𝑌)
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Prediction (ොµ(𝑋))

Confidence level (α)

ො𝑞α/2(𝑋)

ො𝑞1 − α/2(𝑋)

Coverage Probability 1 - α
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Inverse Conformal Prediction
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Fixed interval around prediction

Probability ?

Given prediction interval width ε,

Find coverage probability



Key Results



Results

• Estimates are a reasonable indication of the true value.

• The estimate is conservative/prudent compared to the true value.

• Variability in estimates is lower for more superior models and larger datasets.

• The difference between the average estimate and true value is lower for superior models and larger datasets.
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Pricing regression liability

Expected Claims Cost = Claim Frequency X Claim Severity

May or may not depend on 

model’s performance.

Claim Frequency  =  Number of instances of model under-performance 

=  Number of times model is used  X  Probability of under-performance

Will not depend on model’s 

performance

Function of model 

performance to be 

estimated

For regression =

𝑃(𝑌𝑡𝑒𝑠𝑡 is outside ොµ 𝑋𝑡𝑒𝑠𝑡 − ε, ොµ 𝑋𝑡𝑒𝑠𝑡 + ε )

✔



Summary

Primary Contributions

• Proposed quantitative framework for regression (+ 

classification) algorithmic insurance pricing using 

inverse conformal prediction

• Evaluated Inverse CP method effectiveness for 

different

• Model Complexity

• Size of datasets

Next Steps

• Extend the framework beyond supervised learning 

models

• Relax the assumption that AI output is used directly for 

decision-making to capture human-AI interaction

• Consider algorithmic fairness and ethical considerations.



Thank you!

Questions?

Sukrita Singh

sukrita.singh@sbs.ox.ac.uk

https://www.linkedin.com/in/sukrita-singh


	Slide 1: Algorithmic Insurance: A Conformal Prediction Framework
	Slide 2: Motivation
	Slide 3: Previous Work
	Slide 4
	Slide 5: Pricing regression liability
	Slide 6: Defining under-performance for regression
	Slide 7
	Slide 8: Conformal Prediction
	Slide 9: Inverse Conformal Prediction
	Slide 10
	Slide 11: Results
	Slide 12: Pricing regression liability
	Slide 13: Summary
	Slide 14: Thank you!  Questions?  

