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Generalized Additive Models

Let us denote by Y the target variable and x1, . . . , xp the covariates, Generalized Additive Models Hastie
and Tibshirani 1990 are defined:

g(E(Y )) = β0 +

p∑
k=1

fk(xk)

I GAM (smooth): In practice unknown smooth functions are replaced in the model by basis expansions

fj(xj) =
∑Kj

k=1 βjkbjk(xj) and with the smoothness constraint D(β) +
∑
j λj

∫
f ′′j (x)2dx the problem

becomes β̂ = arg minβ {D(β) +
∑
j λjβ

TSjβ}.
I Binarsity: Weights w are defined by arg minw {f(w) + g(w)} where f is a goodness of fit function and

g(w) = s
∑d
j=1

(∑dj
k=2 |wj,k − wj,k−1|+ δC(wj,•)

)
.

I EBM: Explainable Boosting Machine is fitted with Cyclic boosting. It begins by growing a shallow
decision tree on the first feature in the dataset. It is the initial shape function. Then the algorithm
iterate through predictors to fit a shallow tree (with a single variable at a time) on the residuals
provided by the predictions of the current model (sum of shallow trees). Once a shallow tree has been
learned for every feature, the boosting process cycles back to the first feature and continues in a round
robin fashion for all epochs to jointly optimize all functions.
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Examples

Explainable Boosting Machine
explanation Binarsity explanation

GAM (smooth) explanation
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Distilltrees

With Distilltrees, we want to encode the knowledge of additive tree ensemble models (e.g. GBM,
XGBoost, Random Forest,...) into an additive model in piecewise constant functions.
To do this, we propose the following approach:

I Collect each tree in the set

I For each of these trees, identify the set of splits and create a new partition defined by crossing these
splits thresholds.

I For each tree, get the training sample used to build the tree.

I Train a linear model on this new dataset.

I Combine linear models.
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Distilltrees

Tree-induced partition Partition induced by the linear model
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Distilltrees

(a) Tree’s response in covariates space

=

(c) GLM’s response in covariates space

+

(e) Errors in covariates space
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Overview
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True model

We simulated training and testing sets following this process:

I randomly drawing 50,000 values for X1, . . . , X10 with Xi ∼ U([0, 1]) for i ∈ {1..10}
I building the target variable as:

Y = 3X1 +X3
2 + πX3 + exp (−2X2

4 ) +
1

1 + |X5|
+X6 log (X6) +

√
2|X7|+ max (0, X7) +X4

8 + 2 cos (πX8).

This means that X9 and X10 are not linked to the target and are just noise variables.
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Performances

Performance reported on test set

R2

GAM (smooth) Hastie and Tibshirani 1990 99.96%
EBM Nori et al. 2019 99.96%
Binarsity Alaya et al. 2019 99.76%
Distilltrees (our method) 99.69%
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Explanations

Below is a comparison of the explanations provided by the different models.
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Explanations

Noise variables are correctly handled by distilltrees.
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Use case Trade Credit Insurance

We apply distilltrees to data from a credit insurer (Allianz Trade) to explain a binary model linked to an
underwriting task. The aim is to build a model that can be explained to business experts and is
competitive with XGBoost.

I Data containing 17 variables containing policyholder related informations,

I Motivations: getting an explainable model from XGBoost.
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Performance comparison

Performance reported on test set

train AUC out of sample AUC out of time AUC

XGBoost 90.28% 89.37% 83.59%
EBM 88.12% 87.69% 81.81%
Distilltrees 87.95% 87.42% 81.43%
Binarsity 87.22% 85.90% 79.63%
GAM 82.67% 81.83% 75.12%
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Use case Trade Credit Insurance

Distilltrees model (17 variables)
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Summary

I If the performance is close to that of the initial model (XGBoost here), it is possible to create an
explainable prediction model that replaces our initial model.

I The approach can be used for classification and regression.

I This method makes it possible to explain an additive model of tree predictions when the fidelity is
sufficiently high.

I The approach can be applied to a wide range of models: random forest, gradient boosting and
variants. In addition, although we have not specifically tested it, this technique can be applied to a
linear combination of additive tree prediction models (stacking).
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