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GLM ANN

GLM vs ANN

• Extension of the classical linear 
models

• Transparency in operations
• Ease of understanding
• Easy to explain
• Lesser time taken to fit a model
• Widely used in Non-Life Insurance 

pricing

• Inspired from the functioning of a 
human brain

• Effective pattern recognition ability
• Automatic variable interaction
• Flexibility in choosing weightage of 

the variables
• Lesser time to define the model 

topology
• More flexible
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Ensemble Learning

The best model “knows less” about 
the data, than all others “weak 
models” combined.

https://www.patheos.com/blogs/driventoabstraction/2018/07/blind-men-elephant-folklore-knowledge/ 3



The Data
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We work with the French Motor third party 
liability dataset freMTPL2freq.

The dataset has 678,013 rows representing 
individual claim records and 12 columns 
representing the different features of those 
records. 



Naive Model - Intercept Only
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Poisson Deviance Learn – 33.09%

Poisson Deviance Test – 32.79%



The Benchmark ‘GLM2’ Model
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Schelldorfer, Jürg and Wuthrich, Mario V., Nesting Classical Actuarial Models into Neural Networks (January 22, 2019). 

Poisson Deviance Learn – 31.23%

Poisson Deviance Test – 31.14%



Evaluation of Models
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𝑮𝑳𝑴2 𝑰𝒎𝒑𝒓𝒐𝒗𝒆𝒎𝒆𝒏𝒕 𝑰𝒏𝒅𝒆𝒙 𝒐𝒇 𝒂 𝑮𝒊𝒗𝒆𝒏𝑴𝒐𝒅𝒆𝒍

=
𝑃𝐷 𝐺𝑖𝑣𝑒𝑛 𝑀𝑜𝑑𝑒𝑙 − 𝑃𝐷 𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 − 𝑂𝑛𝑙𝑦 𝑀𝑜𝑑𝑒𝑙

ሻ𝑃𝐷 𝐺𝐿𝑀2 − 𝑃𝐷(𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 − 𝑂𝑛𝑙𝑦 𝑀𝑜𝑑𝑒𝑙



The Neural Network Model
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Poisson deviance learn – 30.39%

Poisson deviance test – 30.30%

The GLM2 improvement index of the ANN model is 150.9%.



Nesting Classical Actuarial Models into Neural Networks

YES, WE CANN! (Combined Actuarial Neural Net)

Aim is to increase the acceptance of neural net modeling in the actuarial community

Neural nets may substantially improve classical actuarial models, if appropriately applied

Combined Actuarial Neural Network - CANN

Schelldorfer, Jürg and Wuthrich, Mario V., Nesting Classical Actuarial Models into Neural Networks (January 22, 2019). 
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Poisson deviance Learn – 30.58%

Poisson deviance Test – 30.22%

The GLM2 improvement index of the CANN model is

155.8%.



The Ensm1 Model – Weighted Average Ensemble
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Poisson deviance Learn – 30.58%

Poisson deviance Test – 30.28%

The GLM2 improvement index of the ENSM1 model is 152.1%.



The Ensm2 Model – Stacked Ensemble
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Poisson deviance Learn – 28.39%

Poisson deviance Test – 29.89%

The GLM2 improvement index of the ENSM2 model is 175.8%.



The Ensm3 Model - 3rd Level Stacked Ensemble
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Poisson deviance Learn – 30.50%

Poisson deviance Test – 29.99%

The GLM2 improvement index of the ENSM3

model is 169.7%.



The Results
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