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Motivation

Variable annuity is an insurance product that couples equity
market investment with some form of guaranteed return. Its
guaranteed return can be categorized into guaranteed minimum
death benefit (GMDB) and guaranteed minimum living benefit
(GMLB).

According to Morningstar, VA net assets reached an all-time
high of 2.018 trillion at the end of 2019, a 3.7% increase from
$1.946 trillion at the end of 2018.
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Motivation

In the literature on the valuation of a portfolio of VA contracts,
a metamodelling approach is often used, which involves:

Selecting a sample,
Training a metamodel on the sample,
Predicting the value of the contracts.

Existing literture mostly focus on the sampling/ clustering
method or the metamodels.
A large sample will normally improve the accuracy of the
predictions but also increase computational load. In our paper,
we aim to address this issue.
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Literature - Existing approach

(1) Select a set 𝐺 of 𝑁𝑅 representative policies from the portfolio
ℙ, 𝐺 ⊂ ℙ. The representative policies are denoted by 𝑝𝑖,
𝑖 = 1, … , 𝑁𝑅 where 𝑁𝑅 < 𝑁 .

(2) Calculate the fair market values of the representative contracts
by running Monte Carlo simulations:

𝑌 (𝑝𝑖) = 1
𝑀

𝑀
∑
𝑗=1

𝑌𝑗(𝑝𝑖), 𝑖 = 1, … , 𝑁𝑅.
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Literature - Existing approach

(3) Train a regression model (that is, the metamodel) where fair
market values of the representative contracts
𝑌 (𝑝𝑖), 𝑖 = 1, … , 𝑁𝑅 are the target variable and policy
information of these contracts 𝑋(𝑝𝑖), 𝑖 = 1, … , 𝑁𝑅 are the
multivariate inputs. In other words, we train a model to
estimate ̂𝑓 such that 𝑌 (𝑝𝑖) ≈ ̂𝑓(𝑋(𝑝𝑖)), 𝑖 = 1, … , 𝑁𝑅.

(4) Use the metamodel in Step 3 to estimate the fair market values
of the remaining contracts in the portfolio:

̂𝑌 (𝑃𝑖) = ̂𝑓(𝑋(𝑃𝑖)), 𝑖 = 1, … , 𝑁 .
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Literature - Existing approach

Some Clustering/ Sampling methods to select representative
policies:

k-prototype algorithm (Gan 2013; Gan and Lin 2015)

Latin hypercube sampling method (Gan 2015), conditional
Latin hypercube sampling method (Gan and Lin 2017)

Truncated fuzzy c-means (Gan and Huang 2017)

Transfer learning (Cheng et al. 2019b, 2019a)
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Literature - Existing approach

Some metamodels:

Kriging (Gan 2013, 2015; Gan and Lin 2015, 2017; Gan and
Huang 2017; Cheng et al. 2019b, 2019b)
Spatial interpolation techniques: Kriging, Inverse Distance
Weighting(IDW) and Radial Basis Function (RBF) (Hejazi,
Jackson, and Gan 2017)
Neural network framework: Doyle and Groendyke (2019);
Hejazi and Jackson (2016)
Regression tree, Neural network and Random forest (Xu et al.
2018); bias-corrected bagging (Gweon, Li, and Mamon 2020)
GB2 model (Gan and Valdez 2018) to address skewness in data
Linear model with interactions (Gan 2018)
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Proposed approach

Extend the set of representative policies. Use Lasso regression
to choose scenarios, reduce computational load.

The algorithm:
(1) Select a set 𝐺1 of representative policies from the portfolio ℙ,

𝐺1 ⊂ ℙ. Let 𝑝𝑖, 𝑖 = 1, … , 𝑁1, 𝑁1 < 𝑁 be the policies in 𝐺1.
(2) Calculate the fair market values of the representative contracts

in 𝐺1 by running Monte Carlo simulations:

𝑌 (𝑝𝑖) = 1
𝑀

𝑀
∑
𝑗=1

𝑌𝑗(𝑝𝑖), 𝑖 = 1, … , 𝑁1.
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Proposed approach (new steps)

(3) New steps to expand the set of representative contracts:

3.1. Select a second group 𝐺2 of representative policies such that
𝐺1 ⊂ ℙ, 𝐺2 ⊂ ℙ and 𝐺1 ∩ 𝐺2 = ∅. Denote
𝑝𝑁1+1, 𝑝𝑁1+2, … , 𝑝𝑁1+𝑁2

the representative policies in 𝐺2,
𝑁1 + 𝑁2 < 𝑁 . The combined set 𝐺 = 𝐺1 ∪ 𝐺2 is the set of all
representative contracts from 𝐺1 anf 𝐺2.
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Proposed approach (new steps)

3.2. Perform a lasso regression on 𝐺1 in order to predict the fair
market values 𝑌 (𝑝𝑖) based on the scenario values
𝑌1(𝑝𝑖), 𝑌2(𝑝𝑖), … , 𝑌𝑀(𝑝𝑖) for 𝑖 = 1, … , 𝑁1. The Lasso regression is
formulated by fitting the linear model:

𝑌 (𝑝𝑖) ≈
𝑀

∑
𝑗=1

𝛽𝑗𝑌𝑗(𝑝𝑖),

so that it minimizes the cost function:

𝑁1

∑
𝑖=1

(𝑌 (𝑝𝑖) −
𝑀

∑
𝑗=1

𝛽𝑗𝑌𝑗(𝑝𝑖))
2

+ 𝜆
𝑀

∑
𝑗=1

∣𝛽𝑗∣ ,
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Proposed approach (new steps)

3.3. Suppose 𝑊𝑗1
, 𝑊𝑗2

, … , 𝑊𝑗𝑚
, 𝑚 < 𝑀 are the scenarios with

non-zero coefficients in the resulting lasso regression model, then we
refit a linear regression on 𝐺1 to find a linear function 𝑔 such that:

𝑌 (𝑝𝑖) ≈ 𝑔(𝑌𝑗1
(𝑝𝑖), 𝑌𝑗2

(𝑝𝑖)), … , 𝑌𝑗𝑚
(𝑝𝑖)))

= 𝛽𝑗1
𝑌𝑗1

(𝑝𝑖) + 𝛽𝑗2
𝑌𝑗2

(𝑝𝑖) + … + 𝛽𝑗𝑚
𝑌𝑗𝑚

(𝑝𝑖), for 𝑖 = 1, … , 𝑁1
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Proposed approach (new steps)

3.4. Calculate the values of all contracts in 𝐺2 at the scenarios 𝑊𝑗1
,

𝑊𝑗2
, … , 𝑊𝑗𝑚

selected in Step (3.2): 𝑌𝑗1
(𝑝𝑖), 𝑌𝑗2

(𝑝𝑖), … , 𝑌𝑗𝑚
(𝑝𝑖)

for 𝑖 = 𝑁1 + 1, 𝑁1 + 2, … , 𝑁1 + 𝑁2.

3.5. Use the linear model in Step (3.3), estimate the fair market
values of the contracts in 𝐺2 using the values of the contracts at 𝑚
representative scenarios:

̃𝑌 (𝑝𝑖) = 𝑔(𝑌𝑗1
(𝑝𝑖), 𝑌𝑗2

(𝑝𝑖)), … , 𝑌𝑗𝑚
(𝑝𝑖))), 𝑖 = 𝑁1 + 1, … , 𝑁1 + 𝑁2
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Proposed approach

(4) Train a regression model (i.e, the metamodel) on the set
𝐺 = 𝐺1 ∪ 𝐺2 of representative contracts, where the target
variables are the fair market values of the representative
contracts (or the estimated fair market values for contracts in
𝐺2), denoted as ̃𝑌 (𝑝𝑖), 𝑖 = 1, … , 𝑁1 + 𝑁2. The input variables
of the model are the policy information of these contracts
𝑋(𝑝𝑖), 𝑖 = 1, … , 𝑁1 + 𝑁2. In other words, we train a model to
estimate ̂𝑓 such that ̃𝑌 (𝑝𝑖) ≈ ̂𝑓(𝑋(𝑝𝑖)), 𝑖 = 1, … , 𝑁1 + 𝑁2.

(5) Use the metamodel in Step (4) to estimate the fair market
values of the remaining contracts in the portfolio:

̂𝑌 (𝑃𝑖) = ̂𝑓(𝑋(𝑃𝑖)), 𝑖 = 1, … , 𝑁 .
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Results

Simulated data (Gan and Valdez 2017): 170,000 policies, 17
riders.

In the simulated data, Monte Carlo simulation runs 1000
scenarios of the index fund and the forward rate over 30 years,
at monthly time step.

Goal: calculate fair market values of all contracts in the
portfolio
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Results

Sampling method: Conditional Latin Hypercube Sampling
(cLHS)

Metamodel: neural network (15 nodes in hidden layer); linear
model with interactions

Input for the metamodel and the sampling method of selecting
representative policies, we use the following policy information
(that is, 𝑋(𝑝𝑖)) as input: Fundvalue (10 fields for 10 funds),
riderFee, rollUpRate, gbAmt, gmwbBalance,
wbWithdrawalRate, withdrawal, age, timeTMatur, timeIF,
productType and gender.

Output of the metamodel: fair market value of the contracts

16 / 27



Scenario selection
with Lasso

regression for the
valuation of

variable annuity
portfolio

Presenter: Hang
Nguyen

Authors: Hang
Nguyen, Michael
Sherris, Andres

Villegas, Jonathan
Ziveyi

Results

200

300

400

500

600

700

−20% 0% 20%
Predictive Error

N
um

be
r 

of
 r

ep
re

se
nt

at
iv

e 
po

lic
ie

s 
in

 G
1

OldPE

NewPE50

NewPE

Figure 1: Boxplot comparing the predictive errors of the existing
approach and the new approach using neural network regression. The
number of additional policies is the twice the original number of
representative policies 𝑁2 = 2𝑁1. The boxplot uses the errors from 50
different iterations of fitting the neural network on the same set of
representative policies.
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Figure 2: Boxplot comparing the predictive errors of the existing
approach and the new approach using linear model with interactions. The
number of additional policies is the twice the original number of
representative policies 𝑁2 = 2𝑁1. The boxplot uses the errors from fitting
the linear model with interactions on 50 different selections of
representative policies in 𝐺1.
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Other results: inividual contract level

Figure 3: Matrix containing scatter plots (lower triangle) and QQ plots
(upper triangle) of the FMV predicted by LMI using one of three
approaches: existing approach with 1,500 policies; proposed approach
with 200 policies in 𝐺1 and 1,300 policies in 𝐺2; and proposed approach
with 300 policies in 𝐺1 and 1,200 policies in 𝐺2.
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Other results: inividual contract level

Figure 4: Matrix containing scatter plots (lower triangle) and QQ plots
(upper triangle) of the FMV predicted by NN using one of three
approaches: existing approach with 1,500 policies; proposed approach
with 200 policies in 𝐺1 and 1,300 policies in 𝐺2; and proposed approach
with 300 policies in 𝐺1 and 1,200 policies in 𝐺2.
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Conclusions

We propose a method that uses a linear combination of the
representative scenarios selected with Lasso regression to
estimate the fair market values of the representative contracts.

By eliminating the need to run the full Monte Carlo simulations
to calculate the fair market value of every single representative
policy, our approach results in a significant reduction in
runtime, which in turn allows us to further extend the set of
representative policies and subsequentally leads to improvement
in accuracy and stability.
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